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One of the oldest problems in linguistics is reconstructing the
words that appeared in the protolanguages from which modern
languages evolved. Identifying the forms of these ancient lan-
guages makes it possible to evaluate proposals about the nature
of language change and to draw inferences about human history.
Protolanguages are typically reconstructed using a painstaking
manual process known as the comparative method. We present a
family of probabilistic models of sound change as well as algo-
rithms for performing inference in these models. The resulting
system automatically and accurately reconstructs protolanguages
from modern languages. We apply this system to 637 Austronesian
languages, providing an accurate, large-scale automatic reconstruc-
tion of a set of protolanguages. Over 85% of the system'’s recon-
structions are within one character of the manual reconstruction
provided by a linguist specializing in Austronesian languages. Be-
ing able to automatically reconstruct large numbers of languages
provides a useful way to quantitatively explore hypotheses about the
factors determining which sounds in a language are likely to change
over time. We demonstrate this by showing that the reconstructed
Austronesian protolanguages provide compelling support for a hy-
pothesis about the relationship between the function of a sound
and its probability of changing that was first proposed in 1955.

ancestral | computational | diachronic

Reconstruction of the protolanguages from which modern lan-
guages are descended is a difficult problem, occupying histor-
ical linguists since the late 18th century. To solve this problem
linguists have developed a labor-intensive manual procedure called
the comparative method (1), drawing on information about the
sounds and words that appear in many modern languages to hy-
pothesize protolanguage reconstructions even when no written
records are available, opening one of the few possible windows
to prehistoric societies (2, 3). Reconstructions can help in un-
derstanding many aspects of our past, such as the technological
level (2), migration patterns (4), and scripts (2, 5) of early societies.
Comparing reconstructions across many languages can help reveal
the nature of language change itself, identifying which aspects
of language are most likely to change over time, a long-standing
question in historical linguistics (6, 7).

In many cases, direct evidence of the form of protolanguages is
not available. Fortunately, owing to the world’s considerable lin-
guistic diversity, it is still possible to propose reconstructions by
leveraging a large collection of extant languages descended from a
single protolanguage. Words that appear in these modern lan-
guages can be organized into cognate sets that contain words sus-
pected to have a shared ancestral form (Table 1). The key
observation that makes reconstruction from these data possible is
that languages seem to undergo a relatively limited set of regular
sound changes, each applied to the entire vocabulary of a language
at specific stages of its history (1). Still, several factors make re-
construction a hard problem. For example, sound changes are often
context sensitive, and many are string insertions and deletions.

In this paper, we present an automated system capable of
large-scale reconstruction of protolanguages directly from words
that appear in modern languages. This system is based on a
probabilistic model of sound change at the level of phonemes,
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building on work on the reconstruction of ancestral sequences
and alignment in computational biology (8-12). Several groups
have recently explored how methods from computational biology
can be applied to problems in historical linguistics, but such work
has focused on identifying the relationships between languages
(as might be expressed in a phylogeny) rather than reconstructing
the languages themselves (13-18). Much of this type of work has
been based on binary cognate or structural matrices (19, 20), which
discard all information about the form that words take, simply in-
dicating whether they are cognate. Such models did not have the
goal of reconstructing protolanguages and consequently use a rep-
resentation that lacks the resolution required to infer ancestral
phonetic sequences. Using phonological representations allows us
to perform reconstruction and does not require us to assume that
cognate sets have been fully resolved as a preprocessing step. Rep-
resenting the words at each point in a phylogeny and having a model
of how they change give a way of comparing different hypothesized
cognate sets and hence inferring cognate sets automatically.

The focus on problems other than reconstruction in previous
computational approaches has meant that almost all existing
protolanguage reconstructions have been done manually. How-
ever, to obtain more accurate reconstructions for older languages,
large numbers of modern languages need to be analyzed. The
Proto-Austronesian language, for instance, has over 1,200 de-
scendant languages (21). All of these languages could potentially
increase the quality of the reconstructions, but the number of
possibilities increases considerably with each language, making it
difficult to analyze a large number of languages simultaneously.
The few previous systems for automated reconstruction of pro-
tolanguages or cognate inference (22-24) were unable to handle
this increase in computational complexity, as they relied on de-
terministic models of sound change and exact but intractable
algorithms for reconstruction.

Being able to reconstruct large numbers of languages also
makes it possible to provide quantitative answers to questions
about the factors that are involved in language change. We dem-
onstrate the potential for automated reconstruction to lead to
novel results in historical linguistics by investigating a specific
hypothesized regularity in sound changes called functional load.
The functional load hypothesis, introduced in 1955, asserts that
sounds that play a more important role in distinguishing words are
less likely to change over time (6). Our probabilistic reconstruction
of hundreds of protolanguages in the Austronesian phylogeny
provides a way to explore this question quantitatively, producing
compelling evidence in favor of the functional load hypothesis.
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Table 1. Sample of reconstructions produced by the system
Known Modern Languages Reconstructed Ancestors*

Glosst Fijian Pazeh Melanau  Inabaknon  Manual Automated At
star kalokalo® mintol biten bitu’on *bitugen *bitugen 0
to hold taura ma:ra? magem kumkom *gemgem  *gemgem 0
house vale xuma? lebu? ruma *rumaq *Rumaq 0
bird manumanu  alam manuk manok *qayam *qayam 0
to cut, hack tata tartatak  tutek hadhad *taraq *taraq 0
at e - ga? - *i i 0
what? cava ?axai ua? inew  ay *nanu *anu 1
this oqo ?imini itew *ini *ani 1
wind cagi varo panay bariyo *bali *beliu 2

*Complete sets of reconstructions can be found in S/ Appendix.
TRandomly selected by stratified sampling according to the Levenshtein edit distance A.
*Levenshtein distance to a reference manual reconstruction, in this case the reconstruction of Blust (42).

5The colors encode cognate sets.
YWe use this symbol for encoding missing data.

Model

We use a probabilistic model of sound change and a Monte Carlo
inference algorithm to reconstruct the lexicon and phonology of
protolanguages given a collection of cognate sets from modern
languages. As in other recent work in computational historical
linguistics (13-18), we make the simplifying assumption that each
word evolves along the branches of a tree of languages, reflecting
the languages’ phylogenetic relationships. The tree’s internal
nodes are languages whose word forms are not observed, and the
leaves are modern languages. The output of our system is a pos-
terior probability distribution over derivations. Each derivation
contains, for each cognate set, a reconstructed transcription of
ancestral forms, as well as a list of sound changes describing the
transformation from parent word to child word. This represen-
tation is rich enough to answer a wide range of queries that would
normally be answered by carrying out the comparative method
manually, such as which sound changes were most prominent
along each branch of the tree.

We model the evolution of discrete sequences of phonemes,
using a context-dependent probabilistic string transducer (8).
Probabilistic string transducers efficiently encode a distribution
over possible changes that a string might undergo as it changes
through time. Transducers are sufficient to capture most types of
regular sound changes (e.g., lenitions, epentheses, and elisions) and
can be sensitive to the context in which a change takes place. Most
types of changes not captured by transducers are not regular (1) and
are therefore less informative (e.g., metatheses, reduplications, and
haplologies). Unlike simple molecular InDel models used in com-
putational biology such as the TKF91 model (25), the parameter-
ization of our model is very expressive: Mutation probabilities are
context sensitive, depending on the neighboring characters, and
each branch has its own set of parameters. This context-sensitive
and branch-specific parameterization plays a central role in our
system, allowing explicit modeling of sound changes.

Formally, let = be a phylogenetic tree of languages, where each
language is linked to the languages that descended from it. In
such a tree, the modern languages, whose word forms will be
observed, are the leaves of 7. The most recent common ancestor
of these modern languages is the root of 7. Internal nodes of the
tree (including the root) are protolanguages with unobserved
word forms. Let L denote all languages, modern and otherwise.
All word forms are assumed to be strings in the International
Phonetic Alphabet (IPA).

We assume that word forms evolve along the branches of the
tree 7. However, it is usually not the case that a word belonging
to each cognate set exists in each modern language—words are
lost or replaced over time, meaning that words that appear in the
root languages may not have cognate descendants in the lan-
guages at the leaves of the tree. For the moment, we assume there
is a known list of C cognate sets. For eachce{1,...,C} let L(c)
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denote the subset of modern languages that have a word form in
the cth cognate set. For eachsetc € {1, ..., C} and each language
¢€ L(c), we denote the modern word form by w,,. For cognate set
¢, only the minimal subtree z(c) containing L(c) and the root is
relevant to the reconstruction inference problem for that set.

Our model of sound change is based on a generative process
defined on this tree. From a high-level perspective, the genera-
tive process is quite simple. Let ¢ be the index of the current
cognate set, with topology z(c). First, a word is generated for the
root of z(c), using an (initially unknown) root language model
(i.e., a probability distribution over strings). The words that ap-
pear at other nodes of the tree are generated incrementally, using
a branch-specific distribution over changes in strings to generate
each word from the word in the language that is its parent in z(c).
Although this distribution differs across branches of the tree,
making it possible to estimate the pattern of changes involved in
the transition from one language to another, it remains the same
for all cognate sets, expressing changes that apply stochastically
to all words. The probabilities of substitution, insertion and de-
letion are also dependent on the context in which the change
occurs. Further details of the distributions that were used and
their parameterization appear in Materials and Methods.

The flexibility of our model comes at the cost of having literally
millions of parameters to set, creating challenges not found in
most computational approaches to phylogenetics. Our inference
algorithm learns these parameters automatically, using estab-
lished principles from machine learning and statistics. Specifi-
cally, we use a variant of the expectation-maximization algorithm
(26), which alternates between producing reconstructions on the
basis of the current parameter estimates and updating the pa-
rameter estimates on the basis of those reconstructions. The
reconstructions are inferred using an efficient Monte Carlo in-
ference algorithm (27). The parameters are estimated by opti-
mizing a cost function that penalizes complexity, allowing us to
obtain robust estimates of large numbers of parameters. See SI
Appendix, Section 1 for further details of the inference algorithm.

If cognate assignments are not available, our system can be
applied just to lists of words in different languages. In this case it
automatically infers the cognate assignments as well as the
reconstructions. This setting requires only two modifications to
the model. First, because cognates are not available, we index the
words by their semantic meaning (or gloss) g, and there are thus
G groups of words. The model is then defined as in the previous
case, with words indexed as wg. Second, the generation process is
augmented with a notion of innovation, wherein a word wge in
some language ¢’ may instead be generated independently from
its parent word wg,. In this instance, the word is generated from
a language model as though it were a root string. In effect, the
tree is “cut” at a language when innovation happens, and so the
word begins anew. The probability of innovation in any given
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Agreement between linguists was computed on only Proto-Oceanic because the dataset used lacked multiple reconstructions for other protolanguages. (B) The
effect of the topology on the quality of the reconstruction. On one hand, the difference between reconstruction error rates obtained from the system that ran
on an uninformed topology (first and second) and rates obtained from the system that ran on an informed topology (third and fourth) is statistically significant.
On the other hand, the corresponding difference between a flat tree and a random binary tree is not statistically significant, nor is the difference between using
the consensus tree of ref. 41 and the Ethnologue tree (29). This suggests that our method has a certain robustness to moderate topology variations. (C) Re-
construction error rate as a function of the number of languages used to train our automatic reconstruction system. Note that the error is not expected to
go down to zero, perfect reconstruction being generally unidentifiable. The results in A and B are directly comparable: In fact, the entry labeled “Ethnologue”
in B corresponds to the green Proto-Austronesian entry in A. The results in A and B and those in C are not directly comparable because the evaluation in C
is restricted to those cognates with at least one reflex in the smallest evaluation set (to make the curve comparable across the horizontal axis of C).

language is initially unknown and must be learned automatically
along with the other branch-specific model parameters.

Results

Our results address three questions about the performance of our
system. First, how well does it reconstruct protolanguages? Second,
how well does it identify cognate sets? Finally, how can this approach
be used to address outstanding questions in historical linguistics?

Protolanguage Reconstructions. To test our system, we applied it to
a large-scale database of Austronesian languages, the Austrone-
sian Basic Vocabulary Database (ABVD) (28). We used a pre-
viously established phylogeny for these languages, the Ethnologue
tree (29) (we also describe experiments with other trees in Fig. 1).
For this first test of our system we also used the cognate sets
provided in the database. The dataset contained 659 languages at
the time of download (August 7, 2010), including a few languages
outside the Austronesian family and some manually reconstructed
protolanguages used for evaluation. The total data comprised
142,661 word forms and 7,708 cognate sets. The goal was to re-
construct the word in each protolanguage that corresponded to
each cognate set and to infer the patterns of sound changes along
each branch in the phylogeny. See SI Appendix, Section 2 for
further details of our simulations.

We used the Austronesian dataset to quantitatively evaluate the
performance of our system by comparing withheld words from
known languages with automatic reconstructions of those words.
The Levenshtein distance between the held-out and reconstructed
forms provides a measure of the number of errors in these
reconstructions. We used this measure to show that using more
languages helped reconstruction and also to assess the overall
performance of our system. Specifically, we compared the system’s
error rate on the ancestral reconstructions to a baseline and also to
the amount of divergence between the reconstructions of two
linguists (Fig. 14). Given enough data, the system can achieve
reconstruction error rates close to the level of disagreement be-
tween manual reconstructions. In particular, most reconstructions
perfectly agree with manual reconstructions, and only a few con-
tain big errors. Refer to Table 1 for examples of reconstructions.
See SI Appendix, Section 3 for the full lists.

We also present in Fig. 1B the effect of the tree topology on
reconstruction quality, reiterating the importance of using in-
formative topologies for reconstruction. In Fig. 1C, we show that
the accuracy of our method increases with the number of ob-
served Oceanic languages, confirming that large-scale inference
is desirable for automatic protolanguage reconstruction: Recon-
struction improved statistically significantly with each increase
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except from 32 to 64 languages, where the average edit distance
improvement was 0.05.

For comparison, we also evaluated previous automatic re-
construction methods. These previous methods do not scale to
large datasets so we performed comparisons on smaller subsets
of the Austronesian dataset. We show in SI Appendix, Section 2
that our method outperforms these baselines.

We analyze the output of our system in more depth in Fig. 2
A-C, which shows the system learned a variety of realistic sound
changes across the Austronesian family (30). In Fig. 2D, we show
the most frequent substitution errors in the Proto-Austronesian
reconstruction experiments. See SI Appendix, Section 5 for
details and similar plots for the most common incorrect inser-
tions and deletions.

Cognate Recovery. Previous reconstruction systems (22) required
that cognate sets be provided to the system. However, the crea-
tion of these large cognate databases requires considerable an-
notation effort on the part of linguists and often requires that at
least some reconstruction be done by hand. To demonstrate that
our model can accurately infer cognate sets automatically, we
used a version of our system that learns which words are cognate,
starting only from raw word lists and their meanings. This system
uses a faster but lower-fidelity model of sound change to infer
correspondences. We then ran our reconstruction system on
cognate sets that our cognate recovery system found. See SI Ap-
pendix, Section 1 for details.

This version of the system was run on all of the Oceanic lan-
guages in the ABVD, which comprise roughly half of the Aus-
tronesian languages. We then evaluated the pairwise precision
(the fraction of cognate pairs identified by our system that are also
in the set of labeled cognate pairs), pairwise recall (the fraction of
labeled cognate pairs identified by our system), and pairwise F1
measure (defined as the harmonic mean of precision and recall)
for the cognates found by our system against the known cognates
that are encoded in the ABVD. We also report cluster purity,
which is the fraction of words that are in a cluster whose known
cognate group matches the cognate group of the cluster. See S/
Appendix, Section 2.3 for a detailed description of the metrics.

Using these metrics, we found that our system achieved a pre-
cision of 0.844, recall of 0.621, F1 of 0.715, and cluster purity of
0.918. Thus, over 9 of 10 words are correctly grouped, and our
system errs on the side of undergrouping words rather than clus-
tering words that are not cognates. Because the null hypothesis in
historical linguistics is to deem words to be unrelated unless
proved otherwise, a slight undergrouping is the desired behavior.
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Fig. 2. Analysis of the output of our system in more depth. (A) An Austronesian phylogenetic tree from ref. 29 used in our analyses. Each quadrant is
available in a larger format in SI Appendix, Figs. S2-S5, along with a detailed table of sound changes (S/ Appendix, Table S5). The numbers in parentheses
attached to each branch correspond to rows in S/ Appendix, Table S5. The colors and numbers in parentheses encode the most prominent sound change along

each branch, as inferred automatically by our system in S/ Appendix, Section 4.

(B) The most supported sound changes across the phylogeny, with the width of

links proportional to the support. Note that the standard organization of the IPA chart into columns and rows according to place, manner, height, and

backness is only for visualization purposes: This information was not encoded

in the model in this experiment, showing that the model can recover realistic

cross-linguistic sound change trends. All of the arcs correspond to sound changes frequently used by historical linguists: sonorizations /p/ > /b/ (1) and /t/ > /d/

(2), voicing changes (3, 4), debuccalizations /f/ > /h/ (5) and /s/ > /h/ (6), spiranti

zations /b/ > v/ (7) and /p/ > /f/ (8), changes of place of articulation (9, 70), and

vowel changes in height (77) and backness (72) (1). Whereas this visualization depicts sound changes as undirected arcs, the sound changes are actually
represented with directionality in our system. (C) Zooming in a portion of the Oceanic languages, where the Nuclear Polynesian family (i) and Polynesian
family (ii) are visible. Several attested sound changes such as debuccalization to Maori and place of articulation change /t/ > /k/ to Hawaiian (30) are suc-

cessfully localized by the system. (D) Most common substitution errors in the
(x,y) represents the reference phoneme, followed by the incorrectly hypothes

PAN reconstructions produced by our system. The first phoneme in each pair
ized one. Most of these errors could be plausible disagreements among human

experts. For example, the most dominant error (p, v) could arise over a disagreement over the phonemic inventory of Proto-Austronesian, whereas vowels are

common sources of disagreement.

Because we are ultimately interested in reconstruction, we then
compared our reconstruction system’s ability to reconstruct words
given these automatically determined cognates. Specifically, we
took every cognate group found by our system (run on the Oceanic
subclade) with at least two words in it. Then, we automatically
reconstructed the Proto-Oceanic ancestor of those words, using
our system. For evaluation, we then looked at the average Lev-
enshtein distance from our reconstructions to the known recon-
structions described in the previous sections. This time, however,
we average per modern word rather than per cognate group, to
provide a fairer comparison. (Results were not substantially dif-
ferent when averaging per cognate group.) Compared with re-
construction from manually labeled cognate sets, automatically
identified cognates led to an increase in error rate of only 12.8%
and with a significant reduction in the cost of curating linguistic
databases. See SI Appendix, Fig. S1 for the fraction of words with
each Levenshtein distance for these reconstructions.

Functional Load. To demonstrate the utility of large-scale recon-
struction of protolanguages, we used the output of our system to
investigate an open question in historical linguistics. The func-
tional load hypothesis (FLH), introduced 1955 (6), claims that
the probability that a sound will change over time is related to
the amount of information provided by a sound. Intuitively, if
two phonemes appear only in words that are differentiated from
one another by at least one other sound, then one can argue that
no information is lost if those phonemes merge together, be-
cause no new ambiguous forms can be created by the merger.
A first step toward quantitatively testing the FLH was taken in
1967 (7). By defining a statistic that formalizes the amount of
information lost when a language undergoes a certain sound
change—on the basis of the proportion of words that are dis-
criminated by each pair of phonemes—it became possible to
evaluate the empirical support for the FLH. However, this initial
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investigation was based on just four languages and found little
evidence to support the hypothesis. This conclusion was criti-
cized by several authors (31, 32) on the basis of the small number
of languages and sound changes considered, although they pro-
vided no positive counterevidence.

Using the output of our system, we collected sound change
statistics from our reconstruction of 637 Austronesian languages,
including the probability of a particular change as estimated by our
system. These statistics provided the information needed to give
a more comprehensive quantitative evaluation of the FLH, using
a much larger sample than previous work (details in SI Appendix,
Section 2.4). We show in Fig. 3.4 and B that this analysis provides
clear quantitative evidence in favor of the FLH. The revealed
pattern would not be apparent had we not been able to reconstruct
large numbers of protolanguages and supply probabilities of dif-
ferent kinds of change taking place for each pair of languages.

Discussion

We have developed an automated system capable of large-scale
reconstruction of protolanguage word forms, cognate sets, and
sound change histories. The analysis of the properties of hun-
dreds of ancient languages performed by this system goes far
beyond the capabilities of any previous automated system and
would require significant amounts of manual effort by linguists.
Furthermore, the system is in no way restricted to applications
like assessing the effects of functional load: It can be used as
a tool to investigate a wide range of questions about the structure
and dynamics of languages.

In developing an automated system for reconstructing ancient
languages, it is by no means our goal to replace the careful
reconstructions performed by linguists. It should be emphasized
that the reconstruction mechanism used by our system ignores
many of the phenomena normally used in manual recon-
structions. We have mentioned limitations due to the transducer
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Fig. 3. Increasing the number of languages we can
reconstruct gives new ways to approach questions in
historical linguistics, such as the effect of functional
load on the probability of merging two sounds. The
plots shown are heat maps where the color encodes
the log of the number of sound changes that fall
into a given two-dimensional bin. Each sound
change x > y is encoded as a pair of numbers in the
unit square, (I,m), as explained in Materials and
Methods. To convey the amount of noise one could
expect from a study with the number of languages
that King previously used (7), we first show in A the
heat map visualization for four languages. Next, we
show the same plot for 637 Austronesian languages
in B. Only in this latter setup is structure clearly
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visible: Most of the points with high probability of merging can be seen to have comparatively low functional load, providing evidence in favor of the
functional load hypothesis introduced in 1955. See S/ Appendix, Section 2.4 for details.

formalism but other limitations include the lack of explicit mod-
eling of changes at the level of the phoneme inventories used by
a language and the lack of morphological analysis. Challenges
specific to the cognate inference task, for example difficulties with
polymorphisms, are also discussed in more detail in SI Appendix.
Another limitation of the current approach stems from the as-
sumption that languages form a phylogenetic tree, an assumption
violated by borrowing, dialect variation, and creole languages.
However, we believe our system will be useful to linguists in
several ways, particularly in contexts where there are large num-
bers of languages to be analyzed. Examples might include using
the system to propose short lists of potential sound changes and
correspondences across highly divergent word forms.

An exciting possible application of this work is to use the
model described here to infer the phylogenetic relationships
between languages jointly with reconstructions and cognate sets.
This will remove a source of circularity present in most previous
computational work in historical linguistics. Systems for inferring
phylogenies such as ref. 13 generally assume that cognate sets are
given as a fixed input, but cognacy as determined by linguists is in
turn motivated by phylogenetic considerations. The phylogenetic
tree hypothesized by the linguist is therefore affecting the tree
built by systems using only these cognates. This problem can be
avoided by inferring cognates at the same time as a phylogeny,
something that should be possible using an extended version of
our probabilistic model.

Our system is able to reconstruct the words that appear in
ancient languages because it represents words as sequences of
sounds and uses a rich probabilistic model of sound change. This
is an important step forward from previous work applying com-
putational ideas to historical linguistics. By leveraging the full
sequence information available in the word forms in modern
languages, we hope to see in historical linguistics a breakthrough
similar to the advances in evolutionary biology prompted by the
transition from morphological characters to molecular sequences
in phylogenetic analysis.

Materials and Methods

This section provides a more detailed specification of our probabilistic
model. See S/ Appendix, Section 1.2 for additional content on the algo-
rithm and simulations.

Distributions. The conditional distributions over pairs of evolving strings are
specified using a lexicalized stochastic string transducer (33).

Consider a language ¢ evolving to ¢ for cognate set c. Assume we have a
word form x=w, . The generative process for producing y =w, works as
follows. First, we consider x to be composed of characters xix; ...x,, with
the first and last ones being a special boundary symbol x; =# €%, which is
never deleted, mutated, or created. The process generates y =y1y> ...y, inn
chunks y;€%*,ie{1,...,n}, one for each x;. The y; s may be a single char-
acter, multiple characters, or even empty. To generate y;, we define a mu-
tation Markov chain that incrementally adds zero or more characters to an
initially empty y;. First, we decide whether the current phoneme in the top
word t=x; will be deleted, in which case y;=¢ (the probabilities of the

Bouchard-Coté et al.

decisions taken in this process depend on a context to be specified shortly).
If t is not deleted, we choose a single substitution character in the bottom
word. We write v =3u {¢} for this set of outcomes, where ¢ is the special
outcome indicating deletion. Importantly, the probabilities of this multino-
mial can depend on both the previous character generated so far (i.e., the
rightmost character p of y;_4) and the current character in the previous
generation string (t), providing a way to make changes context sensitive.
This multinomial decision acts as the initial distribution of the mutation
Markov chain. We consider insertions only if a deletion was not selected in
the first step. Here, we draw from a multinomial over ~, where this time the
special outcome ¢ corresponds to stopping insertions, and the other ele-
ments of ~ correspond to symbols that are appended to y;. In this case, the
conditioning environment is t=x; and the current rightmost symbol p in y;.
Insertions continue until { is selected. We use s, and 6t to denote the
probabilities over the substitution and insertion decisions in the current
branch ¢ — ¢. A similar process generates the word at the root ¢ of a tree or
when an innovation happens at some language ¢, treating this word as
a single string y; generated from a dummy ancestor t=x;. In this case, only
the insertion probabilities matter, and we separately parameterize these
probabilities with 6g ¢, There is no actual dependence on t at the root or
innovative languages, but this formulation allows us to unify the parame-
terization, with each 6,,¢p.€R*', where we {R,S,/}. During cognate in-
ference, the decision to innovate is controlled by a simple Bernoulli random
variable ng for each language in the tree. When known cognate groups are
assumed, ng is set to 0 for all nonroot languages and to 1 for the root
language. These Bernoulli distributions have parameters v,.

Mutation distributions confined in the family of transducers miss certain
phylogenetic phenomena. For example, the process of reduplication (as in
"bye-bye”, for example) is a well-studied mechanism to derive morpholog-
ical and lexical forms that is not explicitly captured by transducers. The same
situation arises in metatheses (e.g., Old English frist > English first). How-
ever, these changes are generally not regular and therefore less informative
(1). Moreover, because we are using a probabilistic framework, these events
can still be handled in our system, even though their costs will simply not be
as discounted as they should be.

Note also that the generative process described in this section does not
allow explicit dependencies to the next character in ¢. Relaxing this as-
sumption can be done in principle by using weighted transducers, but at the
cost of a more computationally expensive inference problem (caused by the
transducer normalization computation) (34). A simpler approach is to use
the next character in the parent ¢ as a surrogate for the next character in ¢.
Using the context in the parent word is also more aligned to the standard
representation of sound change used in historical linguistics, where the
context is defined on the parent as well.

More generally, dependencies limited to a bounded context on the parent
string can be incorporated in our formalism. By bounded, we mean that it
should be possible to fix an integer k beforehand such that all of the
modeled dependencies are within k characters to the string operation. The
caveat is that the computational cost of inference grows exponentially in k.
We leave open the question of handling computation in the face of un-
bounded dependencies such as those induced by harmony (35).

Parameterization. Instead of directly estimating the transition probabilities of
the mutation Markov chain (which could be done, in principle, by taking them
to be the parameters of a collection of multinomial distributions) we express
them as the output of a multinomial logistic regression model (36). This
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model specifies a distribution over transition probabilities by assigning
weights to a set of features that describe properties of the sound changes
involved. These features provide a more coherent representation of the
transition probabilities, capturing regularities in sound changes that reflect
the underlying linguistic structure.

We used the following feature templates: OPERATION, which identifies
whether an operation in the mutation Markov chain is an insertion, a de-
letion, a substitution, a self-substitution (i.e., of the form x > y, x=y), or the
end of an insertion event; MARKEDNESS, which consists of language-specific
n-gram indicator functions for all symbols in £ (during reconstruction, only
unigram and bigram features are used for computational reasons; for cognate
inference, only unigram features are used); FAITHFULNESS, which consists of
indicators for mutation events of the form 1 [ x > y ], where x€Z%, ye .
Feature templates similar to these can be found, for instance, in the work of
refs. 37 and 38, in the context of string-to-string transduction models used in
computational linguistics. This approach to specifying the transition proba-
bilities produces an interesting connection to stochastic optimality theory (39,
40), where a logistic regression model mediates markedness and faithfulness
of the production of an output form from an underlying input form.

Data sparsity is a significant challenge in protolanguage reconstruction.
Although the experiments we present here use an order of magnitude more
languages than previous computational approaches, the increase in observed
data also brings with it additional unknowns in the form of intermediate
protolanguages. Because there is one set of parameters for each language,
adding more data is not sufficient to increase the quality of the recon-
struction; it is important to share parameters across different branches in the
tree to benefit from having observations from more languages. We used the
following technique to address this problem: We augment the parameteri-
zation to include the current language (or language at the bottom of the
current branch) and use a single, global weight vector instead of a set of
branch-specific weights. Generalization across branches is then achieved
by using features that ignore ¢, whereas branch-specific features depend
on ¢ Similarly, all of the features in OPERATION, MARKEDNESS, and
FAITHFULNESS have universal and branch-specific versions.
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Using these features and parameter sharing, the logistic regression model
defines the transition probabilities of the mutation process and the root
language model to be

Outpe=0ntpe&A)= Z(0,t.p,0,0) xp(w, t, &), [1]

where ée€ v, f:{S,LR}XEXEIXLX - R is the feature function (which
indicates which features apply for each event), (-, -) denotes inner product,
and A € R¥ is a weight vector. Here, k is the dimensionality of the feature space
of the logistic regression model. In the terminology of exponential families, Z
and y are the normalization function and the reference measure, respectively:

Z(w,t,p,6,2)="Y_ exp{(4,f(w,t,p,6,E))}

&es

0if w=S,t=#E+#
0if w=R,E=¢

0if w#R E=H#
1o.w.

o, t,8)=

Here, u is used to handle boundary conditions, ensuring that the resulting
probability distribution is well defined.

During cognate inference, the innovation Bernoulli random variables vg
are similarly parameterized, using a logistic regression model with two kinds
of features: a global innovation feature kgobai €R and a language-specific
feature «, €R. The likelihood function for each v then takes the form

1
1 + exp{_KgIobaI - Kﬂ}‘

[2]
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